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The Collatz Problem

n -> 3n+1 and down-halfing, repeat

Only one limit cycle: 1 -> 4 -> 2 -> 1



The most natural variant: 

n -> 3n-1 and down-halfing

Only three limit cycles: 
(1) 
(5,7, 5) 
(17,25,37,55,41,61,91, 17) 



Heuristic argument: 

After each *3-operation in average 
two divisions by 2 follow; hence in
average factor 3/4 < 1 in each round.

(Assumption: random properties of 3n+1 , 
and 3n-1)



Generalisation





* The case with x = 3/2 and y = 1 
corresponds to the 3n+1 problem

* The case with x = 3/2 and y = 0 
corresponds to the 3n-1 problem.

Heuristic: After each *x-operation there is
in average one division by 2; hence in 
average factor x/2 < 1 in each round

(Assumption: random properties of
 downrounded xn+y)



Does not hold for x = 4/3  and several y, n

4/3 * n + 1  diverges for n=11
4/3 * n + 2.5 diverges for n=5

4/3 * n + 5 diverges for n=1
4/3 * n + 6.5 diverges for n=59

....
In general, it seems
4/3 * n + (4k+1)  diverges for some small n
4/3 * n + (4k+2.5)diverges for some small n

for all natural k (checked until k=9)

Only heuristic arguments, no proofs!



Checking many tuples (x,y;n), we found 

interesting sequences for 
x near to sqrt(2) and y=4

1
5

11
 19*
15
25

39
59
87

127
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189
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387
551
783
1111
1575
2231



3159
 4471*
3163
4477

6335

 8963
  12679*
 8967
 12685

17943
25379
35895
50767
71799

101543
 143607*
101547
143613

203103

287235
 406215*
287239
406221

574487
812451
1148983
1624911



2297975
3249831

4595959
 6499671*
4595963
6499677

9191935
12999363
18383879

25998735
 36767767*
25998739
36767773

So smooth, but how to prove?



ChatGPT-5 did the job of proving!

We told it the recursion and our 
observations in the sequence above. Then we
asked: Now prove this!

Part 1: For starting value n(0)=1 and each
iteration t the sequence satisfies
either n(t+1) > n(t) or 

n(t+2) > n(t).

Part 2: for every odd starting value after 
some initial segment we get for all 
t > T: either n(t+1) > n(t) or 

n(t+2) > n(t).





https://althofer.de/math+ai.pdf

Making Mathematics 
with the Help of AI

Using ChatGPT and other Large Language Modells 
(LLM) in Math for:

* Quick reading, structuring and abstracting of
papers (moving pdf with drag and drop)

* Error search in papers (own ones or others)

* Performing small or medium-size computations to
collect data (without classical programming)



* "little proofs" (Terence Tao's experiences: to
save some hours of own working time)

* Using an LLM-AI like GPT-5 for searching data
bases such OEIS,

  finding structures and formulating conjectures

* LLM in teamwork with a theorem prover, for
instance LEAN



A few random hints and remarks

* important when using GPT-5: use strict mathematical mode
  (& "Thinking mode")    

* GPT-5 account for 23 Euro per month

* very nice with GPT-5: during the thinking process current
  thoughts are shown in grey script, changing every fraction
  of a second. These intermediate thoughts are not 
  protocolled! But they will help your intuition.

* Problems: sometimes (or often; depending on patience) LLMs
have serious logical faults concerning statements which 
are elementary for humans.

 



** History: Chess with Computer Help **

Karsten Müller (born 1970; Chess Grandmaster and 
PhD in Mathematics) was one of the early adoptors of
chess programs to analyse positions (in 1992/1993).

2008: Karsten Müller (left), Chrilly Donninger (right), Jakob Erdmann (back)



The company ChessBase.com (seated in Hamburg) produces and sells
software for computer-aided chess analysis since 1987. World
Champion Garry Kasparov was one of their very first power users.



Preprints 
(currently my personal favorites)

What is the point of computers? A question for pure mathematicians
Kevin Buzzard. April 18, 2022.

Mathematical proof between generations
Jonas Bayer, ... Kevin Buzzard, Marco David, Leslie Lamport, Yuri 
Matiyasevich ...  July 2022.

O-Forge: An LLM + Computer Algebra Framework for Asymptotic Analysis
Ayush Khaitan and Vijay Ganesh.  October 14, 2025.

Forbidden Sidon subsets of perfect difference sets, featuring a human-
assisted proof
Boris Alexeev and Dustin G. Mixon.  October 22, 2025.

Mathematical exploration and discovery at scale
Bogdan Georgiev, Javier Gomez-Serrano, Terence Tao, and Adam-Zsolt Wagner. 
November 03, 2025.

New Nikodym set constructions over finite fields
Terence Tao.  November 11, 2025

Disclaimer: This is my very personal list. It will change over time. 
Other mathematicans have other favorites.



Some screenshots with marks from the arxiv preprint 2511.07721,
highlighting interactive use of AI tools by Terence Tao

* * * * * * *

* * * * * * *



* * * * * * *
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Two screenshots with marks from the arxiv preprint 2510.12350v2 
by A. Khaitan and V. Ganesh. 



* * * * * * *



My website on Collatz Prizes
https://althofer.de/collatz-prizes.html

From time to time I get proposals for solutions from hobby mathematicians. 

Often a quick check by GPT-5 together with a control look 
by me is enough to identify serious errors.

This typically saves me a lot of time.  Of course it would be better if 
afficionados “checked” their proofs with the help of GPT-5 or Gemini 2.5 
before submitting them.



Thanks to Karsten Müller, Dietmar Wolz, Ulrich Tamm, 
Torsten Sillke, Michael Taktikos, and Heinrich Burger 
(the first top correspondence chess player to use intensive 
 computer help in 1988) 

for collaboration, discussions and encouragement.



https://althofer.de

Time is running like a wild horse.
Picture by ChatGPT-5, prompt by I.A.  Nov 13 2025.

A typical LLM problem: GPT-5 refuses to put the clock hands on 3 and 14  ;-)


